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Potential energy landscape for proton transfer in (H2O)3H
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Predictions of the BLYP density functional are compared with wavefunction-based calculations for several
structural and dynamical properties of (H2O)3H+. We focus attention on properties important for proton transfer
in this cluster. Good agreement between density functional theory (DFT) calculations and all-electron MP2
results is found for energies, structures, and vibrational properties of both transition states and stable states.
Good agreement between DFT and MP2 results is also observed for the potential experienced by the transferring
proton in the transition state region. Structural predictions of empirical models compare well with the ab initio
results.

1. Introduction

In order to study the dynamics of proton trans-
fer in complex systems of chemical and biologi-
cal interest, it is necessary to adopt approximate
methods for computing the energies and forces
involved. Considerable discussion has been de-
voted recently to the accuracy of such methods,
most notably electron density functional theory.
The simplest system for which proton transfer
properties can be compared, the protonated wa-
ter dimer, has been studied thoroughly [1,2]. In
its equilibrium state the excess proton is shared
evenly between the two water molecules, so that
proton transfer does not occur naturally as an ac-
tivated process. A barrier to transfer in this clus-
ter exists only when the distance between oxy-
gen nuclei is constrained to values greater than
those observed at equilibrium. The widely used
BLYP density functional significantly underesti-
mates the heights of such barriers. The accuracy
of the BLYP functional for proton transfer reac-
tions in general is therefore questionable. The
quality of ab initio methods is more difficult to
evaluate, however, when they are applied to bulk
systems in which proton transfer occurs natu-
rally. Geissler et. al. have examined a system
of intermediate complexity, the protonated water
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trimer (H2O)3H+, using density functional theory
as well as an empirical model[6,7]. This cluster
is sufficiently complex that proton transfer is an
activated process involving reorganization of the
cluster as a whole. The system is simple enough,
however, that its collective motions may be visu-
alized easily and its energetics may be computed
accurately.

In the present letter we examine in detail
the suitability of density functional theory for
studying proton transfer in (H2O)3H+. Us-
ing wavefunction-based methods, we analyze the
equilibrium state and transition states for this
process. Optimized geometries, energetics, and
vibrational properties are presented in Section II.
Predictions of the BLYP functional are shown to
agree almost quantitatively. We discuss a more
stringent test of the dynamics generated by BLYP
in Section III. Specifically, we determine BLYP
and MP2 forces and energies at a number of con-
figurations along a reactive trajectory computed
from BLYP forces. Small differences in equi-
librium bond distances account for the largest
discrepancies, and overall qualitative agreement
is good. Some insight into the observed agree-
ment between density functional and MP2 theo-
ries is gained by studying the effective potential
in which the transferring proton moves as the sys-
tem passes through the transition state. This po-
tential, discussed in Section IV, exhibits a single
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Figure 1. Potential energy minimum (a) and sad-
dle points (b) and (c) for proton transfer deter-
mined using MP2 energies. In the stable state (a)
a hydronium ion is associated with molecule 1.
Water molecules 2 and 3 accept hydrogen bonds
from the ion. In order to reach a transition state,
molecule 3 must move across the cluster and form
a hydrogen bond with molecule 2. In (b) lines
originating at atomic centers indicate the direc-
tions and relative magnitudes of atomic motion
in the unstable mode.

minimum, indicating that the activation barrier
arises from collective reorganization rather than
bond dissociation. The large errors in bond dis-
sociation barriers predicted by BLYP in the case
of constrained H5O+

2 are not relevant for proton
transfer in this larger cluster.

2. Stable states and transition states

In the minimum energy state of the proto-
nated water trimer, a well-defined hydronium ion
(H3O+) donates hydrogen bonds to two termi-
nal water molecules. This asymmetry of oxygen
atoms allows for isomerization processes in which
the excess proton is transferred from one water
molecule to another. (We number the donating
and accepting molecules 1 and 2, respectively. See
Fig. 1.) In Refs. [6] and [7] the structures most

important for isomerization were identified by an-
alyzing ensembles of proton transfer trajectories
generated by a simple empirical model and by
DFT. In order for proton transfer to occur, it
was found, molecule 3 must move across the clus-
ter and accept a hydrogen bond from molecule 2.
From the transition state configurations shown
in Fig. 1 (b) and (c) the system may relax with
the excess proton bound to either molecule 1 or
molecule 2. In the present work we study these
stable state and transition state structures in de-
tail using three levels of electronic structure cal-
culation. In each case we have determined these
structures by energy minimization, using either
molecular dynamics or conjugate gradient opti-
mization. For transition states minimization was
performed subject to symmetry constraints which
characterize the saddle points[7]. We have con-
firmed that all identified transition states possess
a single unstable normal mode.

As a benchmark, we have performed
wavefunction-based calculations. Energies and
optimized geometries of the minimum and two
transition states were obtained with second or-
der Møller-Plesset perturbation theory (MP2)
in a TZP basis [8,9] using Q-Chem[10]. To
evaluate the accuracy of this approach, we
computed the activation energies for these
transition states with larger basis sets and a
higher degree of correlation using ACES II[11].
MP2/cc-pVTZ//MP2/TZP [12] and MP2/cc-
pVQZ//MP2/TZP [12] results for each station-
ary point were used to estimate the complete
basis set (CBS) limit using standard techniques
[13,14]. (Here, MP2/cc-pVTZ//MP2/TZP de-
notes a MP2/cc-pVTZ calculation performed
with the MP2/TZP geometry.) The importance
of additional correlation was incorporated using
CCSD(T)/cc-pVTZ//MP2/TZP results. Assum-
ing this additional correlation is additive [15,16],
we estimate the very accurate CCSD(T)/CBS
energies. Because the MP2/TZP activation en-
ergies agree with the estimated CCSD(T)/CBS
values to within 0.5 kcal/mol (see table 1), we
use the former, simpler method for subsequent
wavefunction-based calculations.

We compare these wavefunction-based results
to predictions of density functional theory. For
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all DFT calculations we used CPMD[17] with
the gradient-corrected BLYP functional[18,19]
and Martins-Troullier pseudopotentials[20] with
a plane-wave cutoff of 70 Ry. A box length of
11.11 Å and cluster boundary conditions were
applied[21]. Optimizations of nuclear geometries
were performed by dynamic annealing in which
momenta were quenched periodically. The ge-
ometries of the energy minimum and relevant sad-
dle points obtained using DFT agree well with
MP2 results. The resulting MP2 structures are
depicted in Fig. 1. Bond distances, oxygen ring
angles, and molecular orientations of the transi-
tion states predicted by BLYP all lie within a few
percent of the corresponding MP2 results. The
determined stable states differ only by small rota-
tions of the terminal water molecules about their
hydrogen bonds to the central hydronium ion.

Remarkably, simple empirical models predict
stable state and transition state geometries that
are similar to those determined by ab initio meth-
ods. For example, the stable state and transi-
tion state structures obtained using the Stillinger-
David model [22] of polarizable and dissociable
water (see Ref. [6]) agree qualitatively with those
in Fig. 1. We have also analyzed the multi-
state empirical valence bond (MS-EVB) model of
Schmitt and Voth as applied to this cluster. In
the MS-EVB model a list of diabatic states must
be defined for any given configuration. To de-
scribe the stable states we use three coupled dia-
batic states. In each of the three diabatic states, a
different oxygen atom is bound to the excess pro-
ton. For the transition states we use a four state
description. Two of these diabatic states describe
binding of the excess proton to molecules 1 and 2.
In the two remaining states, molecule 3 is iden-
tified as the hydronium ion, so that charge may
effectively delocalize throughout the cluster. Al-
though this MS-EVB model was parameterized
to reproduce equilibrium properties of small pro-
tonated water clusters[5], the structures of tran-
sition states in (H2O)3H+ agree well with MP2
results. Bond lengths and angles differ by only a
few percent.

Activation energies of the two transition states
for proton transfer are given in table 1. Agree-
ment among MP2, CCSD(T), and BLYP is ex-

Table 1
Energies ∆E1 and ∆E2 of the transition states
shown in Fig. 1 (b) and Fig. 1 (c), respectively,
obtained by various methods. Energies are re-
ported relative to the potential energy minimum.
The first two rows show results of wavefunction-
based calculations. The last three rows show
the results of the BLYP density functional, the
Stillinger-David model, and an empirical valence
bond model, respectively.

Method ∆E1 ∆E2

[kcal/mol] [kcal/mol]
MP2/TZP 5.8 6.7

CCSD(T)/CBS 5.4 6.2
DFT/BLYP 5.7 6.4

Stillinger-David 11.7 14.2
MS-EVB 9.6 10.6

cellent for both barrier heights. These results
also agree well with the recent DFT calculations
by Wales[23]. The simple empirical models de-
scribed above predict barrier heights that are sev-
eral kcal/mol larger.

The C2-symmetric transition state (Fig. 1 (b)),
in which water dipoles at the base of the oxygen
triangle are anti-parallel, lies only 0.8 kcal/mol
lower in energy than the Cs symmetric structure,
(Fig. 1 (c)), in which the alignment is paral-
lel. Vibrational analysis of these saddle point
regions (discussed below) suggests that their en-
tropies are comparable. Consequently, both tran-
sition states should contribute to proton transfer
dynamics at room temperature. Using canoni-
cal transition state theory with MP2 energies and
vibrational frequencies, we estimate a branching
ratio of 2 at ambient conditions.

An analysis of the potential energy surface in
the vicinity of these structures provides informa-
tion regarding transition dynamics. By diagonal-
izing the mass-weighted Hessian matrix, we have
computed vibrational spectra and eigenmodes of
the stable state and lower- energy transition state.
The spectra are plotted in Fig. 2. BLYP results
differ most from MP2 results (∼ 200 cm−1) for
high frequencies corresponding to O-H stretches.
For slower, collective motions BLYP and MP2
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Figure 2. Vibrational frequencies ω of (a) the po-
tential energy minimum and (b) the lower energy
transition state for BLYP (dashed line) and MP2
(solid line) calculations. The frequency of the un-
stable mode at the transition state is plotted as
the negative of its magnitude. As in our previous
work, we assign a mass of 2 amu to all hydrogen
atoms.

frequencies differ by less than 70 cm−1. A com-
parison of vibrational modes is similarly favor-
able. The direction of the unstable mode is de-
picted in Fig. 1 (b). It is mainly comprised
of an oxygen ring distortion which destroys the
symmetry of water molecules 1 and 2. We es-
timate the error in the corresponding BLYP re-
sult through the scalar product of vectors ηMP2

and ηBLYP, whose elements are the components
of the normalized modes. For the unstable mode,

ηMP2 ·ηBLYP = 0.99, i.e. the orientations of these
modes agree within 1%. Differences of only a
few percent are observed for other transition state
modes.

3. Trajectory analysis

The agreement between BLYP and MP2 pre-
dictions of minima, saddle points, and local cur-
vature of the (H2O)3H+ potential energy surface
suggests that forces evaluated by DFT may be
used to compute dynamics reliably. As a more
demanding test, we have used MP2 calculations
to examine a proton transfer trajectory generated
by BLYP forces. The trajectory we consider is
taken from Ref. [7]. It begins at the lower-energy
transition state in Fig. 1 (b) and has initial mo-
menta which excite the unstable mode. Nuclear
positions were advanced for 150 fs using Car-
Parrinello molecular dynamics[24]. In this time,
the cluster relaxes from the transition state and,
at 75 fs, passes near the potential energy mini-
mum in Fig. 1 (a). Inertia carries the system
past the minimum, and potential energy increases
as the hydrogen bond between molecule 3 and
the newly formed hydronium ion is strained. En-
ergy profiles along this path are plotted in Fig. 3.
BLYP and MP2 energies and forces deviate as the
hydronium ion is formed around time t ≈ 75 fs.
The largest energetic differences, ∼ 2 kcal/mol,
can be reduced significantly (though not fully)
by relaxing the position of the transferring pro-
ton on the MP2 energy surface, while holding all
other nuclear degrees of freedom fixed. This re-
laxation process moves the proton less than 0.1
Å, suggesting that errors in configurations along
the trajectory are principally intramolecular and
are not large.

Gradients of the potential energy allow an even
more detailed analysis of this trajectory. For
a simple comparison, we have projected nuclear
forces onto the vector separating oxygen atoms
1 and 2, r̂12. Motion of the unstable mode oc-
curs primarily in the direction of this vector. The
forces experienced by oxygen 2 during the trans-
fer are the largest in the cluster and are plotted
in Fig. 4. A comparison of these BLYP forces
to MP2 gradients is representative. Qualitative



5

0 50 100 150
t (fs)

−3

−2

−1

0

1

E
(t

)−
E

(0
) 

(k
ca

l/m
ol

)

Figure 3. Energy E(t) of configurations along a
BLYP proton transfer trajectory as a function of
time t. The dashed line denotes BLYP results.
The solid line shows energies of these configura-
tions as determined by MP2 theory.

trends over the course of the trajectory agree well,
but significant differences of ∼ 10 kcal/mol Å are
observed. Relaxation of the transferring proton
again suggests that these large discrepancies arise
from intramolecular energetics that are sensitive
to small nuclear displacements.

4. Potential of the transferring proton

As a final comparison between density func-
tional theory and MP2 calculations, we consider
the instantaneous potential experienced by the
transferring proton at the transition state. We
project the potential onto a single dimension by
measuring the energy required to displace the
proton along the line of transfer, i.e. parallel to
r̂12. This potential is plotted as a function of
proton displacement in Fig. 5. BLYP and MP2
results differ only slightly for displacements up
to 0.25 Å. In both cases a single minimum cen-
tered between the donating and accepting water
molecules is observed. The shape of the instanta-
neous potential reflects the mechanism of proton
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Figure 4. Force F2 on oxygen atom 2, projected
onto the O1-O2 axis, as a function of time t along
the same BLYP trajectory as in Fig. 3. The
dashed line again represents BLYP results, while
the solid line represents MP2 results.

transfer and has implications for the expected im-
portance of proton tunneling. From the normal
mode analysis in Section II, it is clear that the
reaction coordinate is dominated by cluster rear-
rangement rather than simple bond dissociation.
As this collective reaction coordinate progresses,
the minimum of the instantaneous proton poten-
tial shifts towards the accepting water molecule,
and the proton is transferred. In this respect
proton transfer in (H2O)3H+ is quite different
from transfer in H5O2

+ with oxygen centers con-
strained at separations larger than the equilib-
rium value. In the latter system, the constraint
requires that the excess proton cross a barrier due
to bond dissociation in order for proton transfer
to occur. For the protonated water trimer it is
instead the energetics of cluster reorganization,
or effective solvation, that are responsible for the
barrier to proton transfer. Because the coordi-
nate describing this reorganization has a large
associated mass, significant kinetic effects due to
tunneling are not expected.
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Figure 5. Energy as a function of excess proton
displacement at the lower energy transition state.
Displacement is performed parallel to the O1-O2

line. BLYP calculations are shown as circles con-
nected by a dashed line. MP2 calculations are
shown as squares connected by a solid line.
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